
Homework

November 18, 2019

1 Lecture 5

1. Generalize the switching subgradient scheme for general geometry and Mirror
Descent steps instead of the projected subgradient steps.

2. In the setting for Mirror Descent, assume that for the chosen geometry
given by the norm ‖ · ‖ and distance generating function v(·) the objective
function is Lipschitz ‖∇f(x)‖∗ ≤M and ”relatively strongly convex” w.r.t. v:

f(y) ≥ f(x) + 〈∇f(x), y − x〉+ µV (x, y), ∀x, y ∈ X.

Generalize the analysis of the projected subgradient descent for strongly convex
objectives to obtain faster rate of convergence for the Mirror Descent for strongly
convex objective.
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